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Abstract—Noise in an image is variation of information from
the actual data. If there is any noise in the medical image
then consequence will be huge. Physician won’t be able to do
proper diagnose of the disease and can also affects the quality
of post processing techniques like registration and segmentation.
Modern techniques use multiple coil MRI(Magnetic Resonance
Imaging) where noise varies with position in the image i.e.,
non-stationary noise. Many methods are available for the non-
stationary noise estimation in the literature but those needs
multiple acquisitions and additional details. These limitations
are avoided in homomorphic approach. Aja-Fernandez et.al used
homomorphic approach on Devore et al. and is found to be a
good method. In this paper homomorphic approach is applied
on different known noise estimation methods in multi-coil MRI
and a comparison is made. Visual comparison and quantitative
analysis shows that homomorphic approach on Devore et.al gives
better result for both Gausssian and Rician than other methods.

Index Terms—multi-coil MRI; noise estimation; Rician; non-
central chi(nc-χ) distribution

I. INTRODUCTION

Noise can arise during image acquisition or during image
transmission. It is the unwanted information that comes along
with the useful information or rather it can be defined as
variation of the data from the actual data present in the
image. Medical images like CT, MRI, and ultrasound having
noise will reduce the visual clarity and hence will cause
incorrect diagnosis of the disease. In MRI, noise can arise
from movement of the patients, eddy current losses in patient,
number of scanning times and restrictions in hardware[2].

Lots of literature study has been already done on the noise
estimation of noise for single coil MRI. In the picture domain,
it is considered noise will have zero mean and spatially uncor-
related Gaussian procedure[3]. The real and imaginary parts
will have equal variance. So noise will have stationary noise
distribution and magnitude signal follows a Rican distribution.
The major disadvantage for the single coil is its scanning time.

In the case of multi-coil MRI, multiple images are acquired
simultaneously and they are combined to get the final image.
The main advantage over here compared to single coil is
the scanning time reduction. Modern techniques like parallel
acquisition techniques for example, Generalized Auto cali-
brating Partially Parallel Acquisitions(GRAPPA) or Sensitivity
Encoding(SENSE) are uses multi-coil mechanism in order
to decrease the scanning time and to improve the visual
quality. In these techniques multiple images are acquired

simultaneously instead of acquiring image sequentially as in
the case of single coil. The noise distribution will be non-
stationary where noise characteristics will be different for each
and every location in MRI. Noise model used for MRI are
Rician and nc-χ distribution.

Noise is one of the main challenge in the medical imaging
field which affects the image enhancement and other post pro-
cessing. Main objective of this work is to apply homomorphic
approach on different methods and compare these methods so
that best techniques can be derived that can effectively estimate
noise in multi-coil MRI so that it will be helpful to denoise
MRI more accurately and can be useful for post processing
like registration, segmentation and also for correct diagnosis
of the disease.

In Sections II, gives a glimpse on multi-coil MRI and related
work on noise estimation techniques, section III explains the
theory behind proposed method. In Section IV, experiments
and results are discussed. Finally, conclusions are drawn in
Section V.

II. MULTI-COIL MRI
In order to get the final image for multi-coil MRI, there

needs to combine images from numerous coil. Here the noise
characteristics will vary with each every pixel in the image.
Key benefit while considering multi-coil is higher Signal to
Noise Ratio(SNR) and in less scanning time. Multi-coil can
be speeded by Parallel MRI(pMRI) technique.

Consider, there are i number of coils antenna configured in
the system. The complex signal, Si(x) obtained from ith coil
after inverse Fourier transform can be represented as [4]:

Si(x) = Ti(x) +Ni(x;σ2
i ) (1)

where Ti(x) is the noise free complex signal for each coil i
(for i=1, 2,, I ) and the complex Gaussian noise in each coil
can be expressed as:

Ni(x;σ2
i ) = Nir(x;σ2

i ) + jNii(x;σ2
i ). (2)

Here Nir(x;σ2
i ) is the real part and jNii(x;σ2

i ) is imaginary
part. The ultimate resulted image will be influenced by the
technique utilized to combine the information of multi-coil
into single image. Sum-of-squares(SoS) is used to avoid
additional details. Now the composite magnitude signal for
the coils i, ranging from 1 to I can be expressed as[1,3]:

M(x) = Σ|Si(x)|2 (3)
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A. Noise Estimation

Multi-coil MRI follows non-stationary noise distribution
and so there needs to be taken care of noise estimation for
spatially variant noise map. There are many non-stationary
noise estimation methods available in the MRI literature.

Devore et al.[1,5] have used expectation-maximization(EM)
algorithm to evaluate of maximum likelihood of Rician distri-
bution parameters from training data. Authors have used EM
algorithm for finding non-homogeneous noise in Rician data.
This method uses several sample data from the receiver signal.

Samsonov and Johnson[6] used details of MRI noise level
in spatial distribution from receiver coil and consumed for
fine-tuning anisotropic diffusion filter. Sometimes theses noise
information is may not be obtainable in clinics.

Goosens et al.[7] have assumed that image is corrupted
with non-stationary additive white Gaussian noise. Local noise
variance for each pixel is assessed from local square window
surrounding this pixel. Wavelet domain method is used for
noise estimation in the image. They have used highest fre-
quency sub-band assuming for high noise levels, this sub-band
comprises noise. Rician data is not considered here so this
cannot be used for MRI denoising.

Delakis et al.[1,8] generated noise map for finest scale by
taking inverse wavelet transform and direct analysis. Edge
pixels are removed and then local noise variance estimated
from wavelet high frequency sub-band. In this approach signal
components are suppressed to determine the spatially variant
noise. Rician noise distribution is not measured in this method.

Landman et al.[9] have estimated spatially variable noise
fields based on Qn estimator. Then regularization is applied
using coil sensitivity model for improving the robustness
against artefacts.

Guo et al.[10] Have recommended local mutual information
and k-means segmentation to get the edge information and
local variance is used to extract the noise distribution in other
regions.

Ding et al.[11] have recommended local mutual information
and k-means segmentation to get the edge information and
local variance is used to extract the noise distribution in
other regions. Edge overestimation is the main disadvantage
of this technique and mathematical morphology filter is used
to overcome this.

Manjon et al.[12] estimated noise variance by taking small-
est distance of neighborhood pixel around the required pixel.
They use non-local means filter by taking weighted average
of neighborhood pixels and repairs every pixels. Here Rician
distribution is taken into account for non-stationary noise.
Main advantage of the suggested method is it doesn’t want
extra parameter for the noise level. But this method require
Signal to Noise ratio(SNR) iterative estimation.

Maximov et al.[13] noise is estimated with the help of
MAD estimator[14]. Here noise is measured pixel by pixel.
Then correction factor is applied for each pixel. Low and high
SNR has been taken care for Rician noise distribution. SNR
estimation is required in this method.

Liu et al. [1,15] have extended of MAD estimator and
estimated spatially varying noise standard deviation (σ) in the
wavelet domain. Then is corrected for each pixel.

III. METHODS USED

Homomorphic methodology proposed by Aja-Fernandez et
al.[1] is used here. It is considered that spatially dependent
variance σ2(x) is low pass signal. Noise maps are extracted for
three cases like Gaussian, Rician and Rayleigh. Aja-Fernandez
used homomorphic approach on the method proposed in
Devore et al.[5].

Gaussian noise estimation is done by following the series
of steps. First mean of the image deducted from the image
then logarithm applied, followed by low pass filtering and later
exponential is taken on the result to obtain the estimator.

Rayleigh noise estimation is done by applying logarithm
and then low pass filtering on the result of first step. Followed
by taking exponential to obtain the estimator.

Rician noise estimation is done by first removing the
local mean from the image and then logarithm is applied
and followed by low pass filtering. Later expected value is
determined to obtain the estimator.

In this paper homomorphic approach is applied on different
known noise estimation methods in multi-coil MRI and a
comparison is made. The methods used for estimation of non-
stationary noise in MRI includes Devore et al.[5], Goosens et
al.[7], Delakis et al.[8], Manjon et al.[12], Maximov et al.[13],
Liu et al.[15].

IV. EXPERIMENTS AND RESULTS

Synthetic experiments are conducted on Brainweb
database[16], [19]. Firstly noise free MRI is taken from
brainweb[19]. Noise maps are generated artificially [2] by
adding noise to the original MRI from brainweb. Since multi-
coil has Slice of MRI corrupted by non-stationary Rician
noise is created by adding noise map. And from the magnitude
MRI noise map is measured. Fig. 1 demonstrates the input
images with noise free MRI, noise map and non-stationary
noisy MRI. To create Non-stationary noise, noise map is

Fig. 1. (a)Noise free MRI (b)Noise map (c)Non-stationary noisy MRI.

added into the noise free MRI along with random noise.
Homomorphic approach is employed to remove noise from
non-stationary MR data. Two scenarios has been considered
here, i.e. for Gaussian and Rician. In the case of Gaussian
scenario, two filters are being utilized for evaluating the noise
map and stationary component. Filter for low pass to attain
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the noise map σ(x) and filter for high pass filter get the
stationary noise part N(x).

Fig. 2. Noise Estimation for Rician case (a)Original noise map (b)Devore
(c)Goossens (d)Delakis (e)Liu (f)Maximov (g)Manjon.

Original noise map is compared with methods like Devore,
Goossens, Delakis, Liu, Maximov, Manjon after applying
homomorphic approach for both Rician and Gaussian case.
From the visual comparison of fig.2 and fig.3, it is clear that
homomorphic approach on Devore method shows better results
than others.

Quantitative analysis is done based on the Maximum value
of error, minimum value of error and Structural Similarity
Index Measure(SSIM). Structural similarity is based on the
verification between original noise map with noise map result
of different homomorphic approach.

Homomorphic approach on Devore shows least value for
Maximum value of error, Mean value of error for both
Rician and Gaussian case. While taking structural similarity
index measure for Rician case homomorphic approach on
Devore,Goosens and Liu shows highest similarity with original
noise map. In the case of structural similarity index measure
for Gaussian case Homomorphic approach on Devore shows
highest similarity with original noise map.

Maximum value of error can be calculated by taking the
maximum value of difference between original noise map and
estmated noise map. Original noise map depicted in Fig. 1 and

Fig. 3. Noise Estimation for Gaussian case (a)Original noise map (b)Devore
(c)Goossens (d)Delakis (e)Liu (f)Maximov (g)Manjon.

the estimated noise map measured using each method after
applying homomorphic approach as depicted in Fig. 2., in the
case of Rician and Fig. 3., in the case of Gaussian. This can
be represented as:

Max.error = |Map1−Map2|Max (4)

Where Max. error is the Maximum value of error, Map1 is
the original noise map and Map2 is the estimated noise map
estimated by using different homomorphic methods. Fig. 4
depicts maximum value of error for Rician case and Devore
shows better result. Fig. 5 shows maximum value of error for
Gaussian case and Devore shows better result.

Mean value of error is calculated by taking average of the
difference between the original noise map and the estimated
noise map. This can be represented as:

Mean.Error = Σσ(Map1−Map2)/n (5)

Where Mean. error is the Mean value of error, Map1 is the
original noise map(Map1) depicted in Fig. 1 and Map2 is the
noise map depicted in Fig. 2., in the case of Rician and Fig.
3., in the case of Gaussian and n represents the total number
of elements. Fig. 6 depicts mean value of error for Rician case
and Devore shows better result. Fig. 7 depicts mean value of
error for Gaussian case and Devore shows better result.
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Fig. 4. Maximum value of error for Rician case: (a)Devore (b)Goosens
(c)Delakis (d)Liu (e)Maximov (f)Manjon.

Fig. 5. Maximum value of error for Gaussian case: (a)Devore (b) Goosens
(c)Delakis (d)Liu (e)Maximov (f)Manjon.
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Fig. 6. Mean value of error for Rician case: (a)Devore (b)Goosens (c)Delakis
(d)Liu (e)Maximov (f)Manjon.

Fig. 7. Mean value of error for Gaussian case: (a)Devore (b)Goosens
(c)Delakis (d)Liu (e)Maximov (f)Manjon
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Fig. 8. Structural similarity index for Rician case: (a)Devore (b)Goosens
(c)Delakis (d)Liu (e)Maximov (f)Manjon

Fig. 9. Structural similarity index for Gaussian case: (a)Devore (b)Goosens
(c)Delakis (d)Liu (e)Maximov (f)Manjon
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SSIM is measured by verifying the difference in terms of
structural information between Map1 and Map2. Where Map1
is the original noise map depicted in Fig. 1 and Map2 is
the noise map depicted in Fig. 2., in the case of Rician and
Fig. 3., in the case of Gaussian. Fig. 8 depicts SSIM for
Rician case and Devore shows better similarity. Fig. 9 depicts
Structural similarity index for Gaussian case and Devore shows
better similarity. From the visual comparison it is clear that
Homomorphic approach on Devore shows better result for
both Gausssian and Rician. In the case of Quantitative result
for similarity index measure for Rician case, homomorphic
approach on Devore, Goosens and Liu shows better similarity
with original noise map. Homomorphic approach on Devore
shows highest similarity with original noise map for Gaussian
case.

V. CONCLUSION

In this paper homomorphic approach is applied on different
known noise estimation methods in multi-coil MRI like De-
vore et al.[5], Goosens et al.[7], Delakis et al.[8], Manjon et
al.[12], Maximov et al.[13] and a comparison is made. Here
multi-coil MRI with Rician and Gaussian noise distributions
are considered. Visual comparison shows that homomorphic
approach on Devore gives better result for both Gausssian and
Rician than other methods. Quantitative analysis is done based
on maximum value of error, mean value of error and SSIM
and Devore after applying homomorphic shows better result
for both Gausssian and Rician.

APPENDIX A
DEVORE ET AL.[5]

For a single MRI, parameters for maximum likelihood
estimates β and σ2 can be calculated as:

βk+1(x) =

〈
I1

(
βk(x)I(x)
σ2
k
(x)

)
I0

(
βk(x)I(x
σ2
k
(x)

)
)
x

I(x)

〉
(6)

σ2
k+1(x) = max

{
1

2

〈
I2(x)

〉
x
− (βk(x))

2

2
, 0

}
(7)

Here In(.) is the modified Bessel function of 1st kind and
nth order and k is the number of iteration. For initialization
method of moments is used and can be given as:

β0 =

2

 1

n

n∑
j=1

r2j

2

− 1

n

n∑
j=1

r4j


1
4

(8)

σ2
0 =

1

2

 1

n

n∑
j=1

r2j − β2
0

 (9)

SNR =
βk(x)

σk(x)
(10)

local sample estimator of the mean is given as:

〈I(x)〉x =
1

|η(x)|
∑
pεη(x)

I(p) (11)

where η(x) neighborhood centered in x.

APPENDIX B
GOOSSENS ET AL.[7]

The estimator can be given as:

σ2(x) =

〈(
I(1,HH)(x)

)2〉
x

(12)

where I(1,HH)(x) is high high sub band coefficients of the
Stationary Wavelet Transform(SWT) and 〈I(x)〉x is the local
sample estimator of the mean.

APPENDIX C
DELAKIS ET AL.[8]

The estimator can be given as:

σ2(x) =

(
2− Π

2

)−1 [〈̃
i2(x)

〉
x
−
(〈̃
i(x)

〉
x

)2]
(13)

where ĩ(x)is the image with high frequency after removing
low low sub band through SWT.

APPENDIX D
MANJON ET AL.[12]

The estimator can be given as:

σ2(x) =min
pεη(x):p 6=x ‖R(x)−R(p)‖22 (14)

where R(x)=I(x)- ψ(I(x)) and ψ(I(x)) having low pass fil-
tered data. For low SNR, a correction is done as:

σ1(x) =
σ(x)√
ξ(θ)

(15)

ξ(θ) is the function [18] and θ is calculated iteratively and can
be shown as:

θk+1 =

√√√√ξ(θk)

(
1 +
〈I(x)〉2x
σ2(x)

)
− 2 (16)

APPENDIX E
MAXIMOV ET AL.[13]

The estimator can be given as:

σ(x) = 1.4826MADx(I(x)) (17)

Here σ(x) is the Gaussian estimator and correction is required
for low SNR.
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APPENDIX F
LIU ET AL.[15]

The estimator can be given as:

σ(x) = 1.4826MADx(I(1,HH)(x)) (18)

MADx(.) is local median absolute deviation can be expressed
as:

MADx(I(x)) =medianpεη(x) |I(p)medianqεη(x)(I(q))| (19)

where I((1, HH)) is the High high subband coefficients of
SWT of I(x). Correction for low SNR can be applied using
Eq. (15)
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